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Summary 

Recent events such as the Bhopal chemical plant accident in India and the Chernobyl nuclear 
plant accident in the Soviet Union have demonstrated that technologies have the potential to 
release hazardous materials to the environment with catastrophic consequences. This paper dis- 
cusses probabilistic risk assessment (PRA) , and suggests that this methodology can be useful in 
the regulatory arena. This conclusion is based both on previous experience (e.g. the Reactor Safety 
Study) and growing interest in the methodology from many different sectors, including regulatory 
agencies such as EPA, NASA, OSHA, and NRC, the military, in addition to the private sector, 
such as insurance companies. Since human error is a major contributor to accident risk in large 
technologies, this paper also discusses at some length how such error may be quantified in risk 
assessments, as well as how risk may be reduced through improved management practices. Finally, 
regulatory developments in this area, and future directions for change, are also highlighted. 

I. Introduction 

Recent events have shown that our society is increasingly faced with many 
issues in controlling the risks of technologies, particularly those technologies 
with the potential to release hazardous materials into the environment. 
Whether these materials be in the form of radioactive fission products, as in 
the case of nuclear power plants, poisonous chemicals, as in the case of most 
chemical plants, or explosive mixtures, as in the case of rocket engines, these 
materials and the technologies that produce and/or utilize them must be reg- 
ulated in such a way as to minimize the hazard to workers and the public alike 

[Il. 
Fortunately, the rise of these potentially hazardous technologies has also 

been accompanied by the concurrent rise of engineering analysis methods for 
safety estimation and design improvement. These methods include reliability 
analysis tools, such as fault and event trees, failure modes and effects analysis 
(FMEA tables), reliability block diagrams, in addition to other methods [ 2-41. 
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Fig. 1. Schematic diagram for chemical reactor system [ 81. 

Moreover, new methods of risk analysis are being developed that increase our 
understanding of technological systems [ 5-61. 

In this article, we focus on examples where risk analysis study results have 
affected the design of engineering facilities. The treatment of human error is 
particularly highlighted, since most major accidents in technological facilities 
have involved a significant degree of human error [ 11. Finally, the impact of 
risk assessment in the regulatory process is discussed, and conclusions follow. 

II. A tutorial in risk assessment - the chemical reactor 

One might ask how can we design our facilities so as to reduce the probability 
of catastrophic accidents. The methodology of probabilistic risk assessment 
(PRA) permits us to design our plants safely, and can be used in conjunction 
with probabilistic safety goals to enchance public safety [ 71. 

For example, consider the chemical reactor system shown in Fig. 1. Suppose 
we wish to conduct a realiability-risk study on this plant for purposes of quan- 
tifying the level of safety inherent in the design. We may wish to do this for 
many reasons, one being that this plant may be under regulatory review. If we 
can demonstrate that the current design meets a regulatory standard, we may 
be free to continue operating the system. If not, we may need to redesign (or 
modify) the system so that it does meet regulatory standards. 

To perform the risk study, we use fault tree analysis, a procedure widely used 
in risk assessment [ 41. One of the significant accident scenarios we envision 
in this system is one where the reactor catastrophically “runs away” and 
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Fig. 2. Inclusion of human error in fault tree analysis. 

explodes, releasing any hazardous chemicals that may be contained inside.* In 
such a scenario, the human operator becomes a significant “component” of the 
system in that he is responsible for a series of actions that must take place in 
order to prevent a catastrophic release. As is shown in Fig. 2, it is possible to 
place the operator failure directly into the fault tree. In order to quantify the 
fault tree, it is necessary to assign a value to the probability of human error. 
This leads us to our next topic - human error models and data. 

*In this hypothetical chemical reactor, the temperature increases with the feed rate of the flow- 
controlled stream D. Heat is removed by water circulation through a water-cooled exchanger. 
Normal reactor temperature is 200°F (93 ’ C ) , but a castastrophic runaway will start if this tem- 
perature reaches 300 “F (149 “C ) . In view of this situation: ( i) the reactor temperature is moni- 
tored, (ii) rising temperature is alarmed at 225°F (107°C) with a horn that annunciates this 
problem to the operator, (iii) an interlock shuts off stream D at 250°F (121°C) stopping the 
reaction (see solenoid and valve A in Fig. 1) , and (iv) the operator can initiate the interlock by 
pushing the panic button. 
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III. Human error models and data 

Previous studies have shown that the human contribution to system failure 
can be large [ 1, 9, lo] _ System safety analyses can evaluate the impact of 
human errors by appropriate modelling techniques [ 11,121. Human error data, 
though sparse and soft, do exist for quantifications and evaluations. 

It is perhaps useful to begin with an explanation of basic terms applicable to 
human error analysis: (i) human engineering-human factors, describes the 
discipline concerned with designing machines, operations, and work environ- 
ments so that they match human capacities and limitations, (ii) man-machine 
system and interfaces, denotes a system in which people have a monitoring 
and-or control function; interface refers to points of interaction between peo- 
ple and components in a system, (iii) human reliability, is the probability that 
a job or task will be successfully completed by personnel at any required stage 
in system operation - the probability of successful performance of the human 
activities necessary for either a reliable or an available system. Included in this 
definition is the probability that a system-required human act, task or job will 
be completed successfully within a required period of time, and (iv) human 
reliability analysis, a method by which human reliability is estimated. 

In addition to these basic definitions, it is useful to identify five major cat- 
egories of human error: (i) error of omission - a person fails to perform the 
task or part of the task, (ii) error of commission - a person performs the task 
step incorrectly, (iii) extraneous act - a person introduces some task or step 
that should not have been performed, (iv) sequential error - a person per- 
forms some task or step out of sequence, and (v) time error - a person per- 
forms the task or step within the allotted time, either too early or too late. 

The general method for analysis and quantification of human performance 
consists of: (i) identification of all interactions of people with systems and 
components - the “man-machine interfaces”, ( *’ ) 11 analysis of these interfaces 
to see if they are adequate to support the tasks that people have to perform, 
(iii) identification of potential problem areas in equipment design, written 
procedures, plant policy and practice, people skills, and other factors likely to 
result in human error, (iv) decisions on which problems have sufficient poten- 
tial impact on the system to warrant changes, (v) development of candidate 
solutions for the problems, and (vi) evaluation of the estimated consequences 
of these changes to ensure that they will improve system reliability and safety 
and that no additional serious problems will result from them. This procedure 
is called “man-machine systems analysis” [ 111. 

There are three types of probability that are important in performing an 
analysis of human error: ( i ) basic human error probability (BHEP ) , ( ii) con- 
ditional human error probability (CHEP) , and (iii) joint human error prob- 
ability (JHEP ) . The BHEP is the probability of a human error on a task which 
is considered as an isolated entity unaffected by any other task. The CHEP is 
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the probability of human error on a specific task given failure, or success, on 
some other task (five levels of dependence are defined in the human reliability 
handbook: zero, low, moderate, high and complete dependence). The JHEP is 
the probability of human error on all tasks which must be performed correctly 
to achieve some end results (this is the probability of most interest in reliabil- 
ity work and is determined by using both BHEPs and CHEPs) . 

The most useful human error data is actuarial - human error probabilities 
( HEPs) of the known number of errors of a given type divided by the number 
of opportunities for that error to occur: 

HEP _ Number of errors of a given type 

- Number of opportunities for the error 
(1) 

If a data-based estimate is not available, an estimate derived from information 
on similar tasks can be used if the tasks are similar in terms of the types of 
human behaviors involved. The HEP per hour can be obtained if required; for 
most availability calculations, the interest is in the probability of at least one 
error per task per hour [ 111. 

The human reliability model (or technique for human error rate prediction 
(THERP) ) was developed at Sandia in 1964 to estimate the quantitative 
influence of human failure on the reliability of nuclear weapon systems and 
components [ 111. Applications of the model have involved estimates of the 
probabilities that system-required tasks will be executed correctly within spe- 
cific time limits. There are other human reliability methods and models, but 
none of them have had as much extensive practical application. The steps in 
THERP are to: (i) define system failures of interest (these pertain to system 
functions which may be influenced by human errors and for which error prob- 
abilities are to be estimated), (ii) list and analyze the related human opera- 
tions, (iii) estimate the relevant error probabilities, (iv) estimate the effects 
of human errors on the system failure events (this step usually involves inte- 
gration of the human reliability analysis with a system reliability analysis), 
and (v) recommend changes to the system and recalculate the system failure 
probabilities, an iterative process. 

III. Stress and the lognormal distribution in human reliability studies 

The distribution of the logarithms of the human error probabilities for var- 
ious tasks is often normal. The rationale for this assumption is that perform- 
ance of skilled persons tend to “bunch up” toward the lower human error 
probabilities.* Data supports the use of a lognormal distribution for the per- 

*Use of the lognormal is common place in reliability studies, since the long tail of the skewed 
distribution provides for “conservatism” in the calculations of systems reliability [3,4]. This 
provision is of particular significance for human reliability calculations, as more uncertainty per- 
tains to these quantitative estimates of human performance [ 111. 
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formance of skilled people. In one study, an analysis of human performance 
data revealed lognormal type distributions for simple tasks and slightly skewed 
distributions approaching the normal for more complicated tasks [ 111. A log- 
normal distribution was reported in a British study of the time taken to respond 
to a simulated alarm signal superimposed on normal tasks in a nuclear power 
plant [ 111, In an unpublished followup study in Danish research reactors, 
similar results were found [ 111. The parameters of the applicable lognormal 
distribution are, of course, speculative. Swain hypothesizes that for most tasks, 
a lognormal probability density function (pdf) with a standard deviation of 
0.42 would provide a suitable fit [ 111. This standard deviation four-to-one was 
obtained by assuming a range ratio between the 95th and 5th percentile on the 
dimension of error probabilities. Swain concludes that, for human reliability 
analysis of operations, the assumption of normal, lognormal, or other similar 
distributions usually will make no significant difference in the results of the 
analysis. In some cases, this insensitivity may result from a well designed sys- 
tem which has so many recovery factors that the effect of any one human error 
on the system is not substantial. However, if some very different distributions 
such as the exponential or extreme value were used, it is possible that different 
results can be obtained. For computational convenience, one might wish to 
assume the same distribution for human failure as the one used for equipment 
failure. A sensitivity analysis would reveal whether any significant differences 
will be obtained with different assumptions. 

In conjunction with the use of the lognormal to model human error proba- 
bilities, it is important to show how stress can influence human error proba- 
bilities. In WASH-1400 [ 3 1, a large loss-of-coolant accident (LOCA) was used 
as an example of a situation resulting in very high stress levels for the operators 
(Fig. 3). Human error probabilities were estimated for an operator from the 
first moments of a large LOCA until the operating crew could establish control 
of the situation (Fig. 4) *. The rationale for this curve is (WASH-1400, p. III- 
61 [3]): 

“Following a LOCA, human reliability would be low, not only because of the stress involved, but 
also because of a probable incredulity response. Among the operating personnel the probability of 
occurrence of a large LOCA is believed to be so low that, for some moments, a potential response 
would likely be to disbelieve panel indications. Under such conditions it is estimated that no action 
at all might be taken for at least one minute and that if any action is taken it would likely be 
inappropriate. With regard to the performance curve, in the study the general error [probability] 
was assessed to be 0.9 at five minutes after a large LOCA, to 0.1 after thirty minutes, and to 0.01 
after several hours. It is estimated that by seven days after a large LOCA there would be a complete 
recovery to a normal, steady-state condition and that normal error [probabilities] for individual 
behavior would apply.” * 

*It is interesting in light of the Chernobyl event to consider the fact that several nuclear plant 
personnel panicked during the early stage of the event, and fled the area of the reactor. Such 
behavior, of course, must ultimately be considered in any risk study. 
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Fig. 3. Hypothetical relationship between performance and stress (based on Fig. III 6-l from 
WASH-1400 [3]). 

The consequences of human error can be large. All of the major accidents 
that have recently occurred, including Chernobyl, Bhopal and Three Mile 
Island, have involved significant human error. Of course, there are varying 
degrees of what constitutes “human error”, but the human reliability methods 
adequately account for this range of errors and their consequences [ 111. The 
issue of greatest concern here is the possibility for a sequence of human errors 
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Fig. 4. Estimated human performance after a large LOCA [ 111. 
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Fig. 5. The “V” sequence in PWR systems with ECCS systems housed outside primary contain- 
ment [3]. 

that can lead to a major accident. The dependency relations between human 
errors is therefore very important to study and quantify. 

IV. Directions for change: results of risk studies 

Risk studies provide a useful service in that results of such studies point to 
directions for change in system design that can significantly reduce risk and 
improve system reliability. One very famous example of such an improvement 
came about as a result of the Reactor Safety Study (WASH-1400 [ 31). The 
Surry pressurized water reactor (PWR) was analyzed for possible cata- 
strophic failure. It was found that the emergency core cooling system (ECCS ) 
was primarily housed outside of the containment structure (a massive, six foot 
thick steel reinforced concrete building housing the reactor). Penetrations 
through the containment were thus necessary by way of pipes connecting the 
safety equipment housed in the auxiliary building with the reactor primary 
coolant system (Fig. 5). Since the reactor maintains an extremely high pres- 
sure (2000 psi), the pressure drop across the connecting pipes, and thus the 
containment penetrations, was very high. This pressure drop, or “M”, permits 
the possibility of a loss-of-coolant accident (LOCA) through the pipe pene- 
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Fig. 6. Operator failure in fault tree for hydrogen analyzers [ 131. 

trations directly bypassing containment. Such an accident, termed the 7” 
sequence in WASH-1400, was found to be a dominant sequence in the study. 
This sequence had never been identified prior to the Reactor Safety Study, and 
signaled an important direction for design change with corresponding reduc- 
tions in catastrophic risk. 

Another direction for change became obvious from this same systems anal- 
ysis. In the reliability study of the Surry emergency core cooling system (Fig. 
5)) it was found that human operators had to be relied upon to “switch over” 
from the injection mode to the recirculation mode of the ECCS. Since there 
was a rather significant failure probability assigned to human error for this 
switchover task, the “direction-for-change” spelled out by the study was to 
remove the operator entirely from this system. In today’s systems, as a result 
of this finding, the switchover is performed automatically without requiring 
human intervention. 

Finally, the third example to be provided comes from a study performed by 
the author for the Yankee Atomic Company [ 131. In that work, we were asked 
to analyze the reliability of a stand-by hydrogen control system that would be 
used only under emergency conditions in the case of a LOCA. In performing 
the fault tree analysis as part of the overall system reliability assessment, we 
found that human operators were again a major component of the system (Fig. 
6). In assessing the failure probabilities to be assigned to the operator in the 
fault tree, we visited the particular plant in question, and thoroughly inspected 
the system layout and operator requirements. What we found was that for the 
secondary hydrogen analyser, because of the way the system was designed, the 
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Fig. 7. Physical layout for hydrogen control hack-up system secondary analyzer [ 141. 

operator failure probability was equal to one. This meant, in our judgement, 
that there was no way that the operator could operate the secondary analyser 
because of major mistakes in the system design. We recommended to the plant 
that changes be made to correct these problems [ 141. (Later, the entire hydro- 
gen control system was replaced by a nitrogen inerting system.) 

From these three examples, it is clear that risk study results have led to 
significant plant redesign and modification to reduce public and financial risk. 
Human error in both maintenance and operations can be minimized through 
application of human reliability analyses methods. These methods are avail- 
able now. Unidentified accident sequences have been determined through reli- 
ability studies suggesting that future designs should be analyzed with these 
methods. Thus, risk analysis methods can help minimize the potential for future 
major accidents in both nuclear and other facilities alike. 

V. Regulatory considerations: human error contribution to risk and 
directions for effective risk management 

It is quite clear from our discussion that methods exist to model and quantify 
the human error contribution to accident risk, particularly for those accidents 
that can lead to the environmental release of hazardous materials. Nonethe- 
less, it is imperative that regulators consider the more global aspects of risk 
management within the context of the organizational climate to be found at a 
particularly facility. In reviewing the many major accidents that have occurred 
recently and over the years, it has become apparent to many researchers that 
engineering failures may indeed be “man-made” [ 151. In view of this conclu- 
sion, we must ask from a legal and regulatory perspective what can be done to 
reduce the human error element in the development of these events; this is the 
question that many in both the government and private industry are asking 
today [ 161. 

After the accident at Three Mile Island (TM1 ) , the nuclear power industry 
formed the Institute of Nuclear Power Operations ( INPO) in Atlanta, Geor- 
gia. This industry-supported organization acts as a “watchdog” on electric util- 
ities operating nuclear plants, and was formed to maintain standards of 
excellence across the industry. Now, after the Chernobyl event, the Interna- 
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tional Atomic Energy Agency (IAEA) is drafting guidelines for safety of nuclear 
plants worldwide, to improve the mechanism for accident reporting, The Soviet 
Union has also responded to Chernobyl by creating a board of inquiry to look 
into Western safety standards more carefully, perhaps for future implemen- 
tation. These examples indicate that a learning process takes place after major 
accidents that can help prevent future such events. 

Beyond this learning process, it is interesting to speculate on the future man- 
agement of our technologies. My view is that, worldwide, industry is heading 
toward adopting the management principles first put into practice by the Jap- 
anese shortly after World War II. These are the management principles based 
on the concept of “quality systems”, including statistical methods for quality 
control as the primary tool for ensuring consistant high-level performance. 
One of the chief architects of this management approach is Dr. W. Edwards 
Deming. His treatise on quality, productivity and competitive position is a 
forerunner of all future technological management systems [ 171. 

The Deming management philosophy can be shown to result in a significant 
reduction in risk, both public and financial. Preliminary work in this area by 
the author [ 19 ] has shown that the Deming approach to management leads to 
a reduction in the probability of various events occurring, thus reducing plant 
risk. This risk reduction is particularly significant for the human reliability 
events that contribute to accident sequences as the Deming management phi- 
losophy leads to a different performance standard for those individuals involved 
in plant maintenance and operation. Moreover, one major American utility 
known for its progressive management style has recently adopted this philos- 
ophy and is planning to compete in the near future for the Deming Prize. 

From the regulatory standpoint, it is evident that industry is becoming self- 
regulating, since the financial risk associated with major accidents greatly 
dominates any public risk by several orders of magnitude [ 181. This conclu- 
sion is particularly valid for nuclear plants, but is most likely also valid for 
other major technologies. Thus, the future for hazardous material control has 
less to do with government regulations then with internal industrial self-reg- 
ulation as the pressures from corporate insurance companies, public interest 
groups, and capital investors make their desires for improved safety and reli- 
ability known to the technological management. Clearly, none stands to ben- 
efit more from improved risk management then the groups most at risk -the 
stock and bond holders of the technological corporations themselves. 

The role for government will thus become one of providing greater incentives 
for those who most quickly adopt the new management philosophy. This 
incentive will be primarily financial and may take the form of reduced licensing 
times for new projects. Reduced interference in operating facilities may also 
occur as the well-managed projects will increasinglybe considered exemplary, 
just as they are today in Japan. 

The quality improvement process is an ongoing evolutionary process that 
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continues to reduce risk while increasing plant and employee productivity. It 
is quite clear that the future direction of our technologies will be that shown 
to us by the Japanese -the direction of the quality management system. 

VI. Conclusions 

It is cIear that worldwide, technology will increasingly be controlled by 
advanced organizational management systems. These systems will be based on 
similar structures already taking shape in Japan and elsewhere. Probabilistic 
risk assessment will be one of the many statistically based quality assurance 
tools that will be integral to these advanced management systems. These tools, 
along with an overall commitment to the principles of quality assurance, will 
result in major technological risk reductions. Thus, the risk we currently face 
from possible environmental releases of hazardous materials will be substan- 
tially reduced to smaller and smaller levels. The role of the government in 
regulating our technologies will be less integral to future risk reduction, since 
industry itself will continue to move in its current direction of self-regulation. 
By adopting the new management philosophy, the contribution to risk from 
human error will also be substantially reduced as we move to train our person- 
nel in these methods. Thus, contrary to those who would wish our technologies 
eliminated, it is in this way that technology will continue to fulfill its promise 
of continuing to improve our standard of living. 
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